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Abstract

Mass customization is predicted as a key trend disrupting design and engineering as
well as production and service. It leverages flexible computer aided design, engineering
and manufacturing systems to realize true custom lot size one products, not only
customizing single attributes but the complete product itself. This in particular requires
the buyer/user to get involved in the design process. When the information production
is poorly managed during this process, this leads to the so-called information overload
phenomenon and thus a reduction in decision quality, especially considering that the
buyers/users are no design experts. Recommender systems have been widely used to
tackle this problem by managing, building and representing information customized
for individual users. They remove redundant information and address the overload by
providing relevant and personalized information to an individual user. However, most
recommender systems depend on explicit user feedback in order to refine user models
and make more accurate predictions, which can be an effortful process for the user.

In this thesis we propose a closed loop content-based recommender system special-
ized on clothing with an emphasis on both implicit and low effort explicit user feedback.
The proposed design utilizes unobtrusive preference-/critique-based feedback in order
to generate relevant recommendations with minimal user effort. Furthermore, the
system makes use of basic physical and visual simulations with the intent of clearly
projecting the recommended product to the user and capturing different types of user
feedback in return. The user feedback is then evaluated in the generative design/opti-
mization loop in the form of key performance indicators to refine the user model and
generate better recommendations, increasing both accuracy and usability.
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1 Introduction

High product customization and individualization is one of the latest trends in many
industries such as automotive and fashion. Individuals have varying design preferences
and aesthetic standards, which can not always be fulfilled by mass-produced products.
While customized products can address this issue, they also require the customers’
involvement. The customization is mainly driven by customer engagement during the
design process and is related with an abundance of design options. The configuration
of a product with such a plethora of offerings quite often turns out to be exhausting
and not an added value to the customer. Since most customers are not design experts,
exposure to too much information can prevent them to make effective decisions and
the design process can become overwhelming.

Clothing Production

20
thcentury

21
stcentury

Automotive Production

Figure 1.1: A comparison of advancements in automotive and fashion industries,
[Pri05][Ped13][Riv19][Udd18]

This study aims to deal with the problem of the design process and produce user-
relevant design recommendations. A closed loop generative design recommender
system is proposed to overcome this obstacle and an example from the fashion industry
is selected as case study to demonstrate the concept. The selected fashion industry
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1 Introduction

example for the proposed system is the creation of a t-shirt design. This industry is
chosen because even in the era of digitalization, it still mainly applies the same methods
and techniques similarly to the last century. Solutions such as our concept can be
the first step for disrupting this industry’s manufacturing processes. The proposed
recommender system employs eye tracking techniques for implicit user feedback along
with low-effort explicit user feedback. The target user’s design preference is inferred
through the captured feedback and is exploited to produce relevant individualized
design recommendations. With the intent of clearly representing the intermediary
and final designs for the target user, the proposed system additionally utilizes physics
simulation and visualization techniques. The recommender system generates a baseline
design solely based on implicit feedback and builds a closed loop for design refinement,
capturing user feedback and simulating the refined design by turns. Through the adop-
tion of these techniques, our proposed recommender system is capable of generating
accurate individualized clothing designs while still keeping the required user effort
minimal.

In the following, we first introduce the core concepts and review the related work
in Chapter 2. We then continue by introducing our methods and employed tools in
Chapter 3, which is split into two sections to introduce the individual components and
the overall pipeline separately. The former section covers an in depth analysis of the
employed individual components and their contributions to the proposed system, while
the latter section focuses on their cooperation and the overall workflow realized by
their coupling. We present evaluations of the proposed system and the core concepts,
analyze their results in Chapter 4. Finally, we draw conclusions by revisiting the results
and present future work in Chapter 5.
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2 Related Work

In this chapter, we introduce the core concepts relevant for our proposal. We highlight
the benefits derived from the employment of these techniques, systems and methods,
while also introducing the related work on the subject. Moreover, we provide examples
and/or suggestions for the application of the given concepts.

2.1 Content-Based Recommender Systems

Recommender systems are prevalent tools which mainly aim to produce personalized
recommendations for individual users or sometimes, groups of users. Many companies,
commercial websites and web services employ recommender systems to represent
individually customized information, which in turn produces and/or delivers more
relevant items for the user and enhances the overall user experience. Recommender
systems in general can be categorized in six types:

• Collaborative Filtering

• Content-based

• Demographic

• Utility-based

• Knowledge-based

• Hybrid

The first two types of systems are the most commonly used and both have their
own distinguished strengths and weaknesses. Some services make use of hybrid
recommender systems which combine various strategies to benefit from the complement
advantages and avoid certain disadvantages of different types of systems [ÇM17].
Collaborative filtering systems require an information domain consisting of users
and their expressed preference on various items [ERK11]. Using this approach, they
do not depend on item metadata, but only require a collection of users and their
respective item ratings as input. Content-based recommender systems on the other
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hand, do not require any user ratings and exploit item descriptions instead. This
section focuses on content-based recommender systems, their techniques, advantages
and application domains. Subsequently, we present a review on a subtype of content-
based recommender systems, preference-/critique-based recommender systems, and
examine the utilization of implicit feedback in content-based recommender systems.

The basic idea behind content-based recommender systems is trying to recommend
items to a given user, which are similar to the previously liked items by the same
user [LGS11]. These systems aim to match the user profile with the item set in hand
without the need of additional user ratings. Unlike collaborative filtering, content-
based systems produce recommendations solely based on the user profile built up by
analyzing the content of items that the target user has liked in the past [Lü+12]. Various
methods can be applied to represent items and match the user model with the item
sets, hence the content-based recommender systems can utilize distinct approaches and
particularly differ from each other. In general, both the user model and the item model
can be represented by vectors, the former consisting of ratings/preferences while the
latter is defined by features. The user model and the item model are both exploited
to produce the recommendations. The actual recommendation process is built upon
matching attributes from those representations, where the result of this matching is a
relevance judgment representing the target user’s level of interest in the matched item
[LGS11]. Thus, the representation of both user and item data have a critical effect on
the relevance of the recommendation. The problem of recommendation is practically a
search of items whose content is most similar to the content of the previously preferred
items [Lü+12]. Given the effect of user/item representations on the recommendation
relevance, the problem further evolves into building well-defined models and applying
suitable methods for the actual matching.

As expressed by Zenebe and Norcio (2009), the performance of content-based rec-
ommender systems highly depends on the user behavior and item feature data along
with how this data is represented and inferred. Given insufficient definitions, the
data on items’ features and users’ behavior can be subjective and imprecise, which
in turn induces uncertainty on the two sets of data and their relationship [ZN09]. In
order to avoid this uncertainty and increase the recommendation relevance, the user
and item data should be carefully and fittingly represented. Item representation in
content-based recommender systems can be divided into three categories: structured,
semi-structured and unstructured item representation. The first category of item repre-
sentation, being the most well-organized type fittingly, consists of attribute-value sets
describing the item data. Under this category, the items for potential recommendation
are often represented in database tables built from records containing values for each
attribute/property [PB07]. Since each item is described by the same set of attributes
and known set of possible values, the items are represented by means of structured data
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and as a result, many machine learning algorithms may also be used to learn a user
profile [LGS11]. These algorithms can help to decide whether a new item is likely to be
of interest for the target user. On the other hand, some content-based recommender
systems make use of unstructured item representations rather than extracting features
and building structured representations. Instead of defining attributes and sets of val-
ues, unstructured knowledge sources can be used in more direct ways such as natural
language item description texts. These sources include a variety of user-generated
content like reviews and tags, which can lead to rich item representations [Lop+19]
but can also increase ambiguity as a downside. Other content-based recommender
systems exploit semi-structured item representations, since many domains are best
represented by some attributes with sets of restricted values and some free text fields
[PB07]. Semi-structured representations do not solely depend on free text in contrast
to unstructured representations; therefore, the complications deriving from natural
language ambiguity are reduced.

The user representation in content-based recommender systems consists of the in-
formation describing the user interests. This information can be embodied by rating
vectors similarly to collaborative filtering recommender systems or, as Pazzani and Bill-
sus (2007) concentrate on, user preference models and/or user interaction/transaction
history. Possible representations of the user preference model include descriptions of
the types of items that interest the user and functions predicting the likelihood of user
interest for any given item. User interaction/transaction history on the other hand, can
store viewed/purchased items, typed queries or gaze/dwelling data by the user [PB07].

Along with the item and user representations themselves, representation matching
methods also play a critical role in producing relevant recommendations for the target
user. Content-based recommender systems depend on similarity metrics among items
to be able to generate these recommendations. Lü et al. (2012) name attributes,
contents and tags as exploitable information to define or improve the similarity metric.
The similarity between objects can be obtained by calculating the correlation of their
corresponding attribute vectors, based on the assumption that two users/items are
similar when they have many common features. Exploiting the tags, which provide a
rich source of information, algorithms can be easily designed to calculate user/item
similarity by considering tag vectors in user/item space [Lü+12]. Moreover, additional
clustering and nearest neighbor methods are commonly used among content-based
recommender systems to distribute items into respective clusters/neighborhoods, and
thus defining similarity among items. Other content-based recommender systems may
utilize more sophisticated methods such as linear classifiers and probabilistic methods.

Content-based recommender systems have many advantages making them suitable
contenders for recommendation generation. Among those is the content-based rec-
ommender systems’ independence from other users’ data. In contrast to collaborative
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filtering, content-based recommender systems solely exploit the ratings of the target
user. As another advantage, these ratings do not have to be explicit but can rather be
inferred from the interaction/transaction history or the user preference model. Further-
more, since content-based recommender systems generate recommendations exploiting
the item similarity, they can also recommend items which are new to the item set.
Collaborative filtering recommender systems, on the other hand, need the new item to
be rated by a number of users before being able to recommend it to a target user. Lops
et al. (2011) draw attention to yet another advantage of the content-based recommender
systems, which is the transparency coming from content features. Unlike collaborative
filtering systems, which can only explain an item recommendation by "unknown users
with similar tastes liking the recommended item", content-based systems can provide
more transparent and informative explanations. These type of recommender systems
can provide explanations on how the system works by explicitly listing content features
or descriptions that caused an item to be recommended [LGS11]. While having many
advantages, content-based recommender systems have their shortcomings as well.
Disadvantages include the item model’s limitation to the analyzed features and the
required effort to build the item model. Generally, only a shallow analysis of certain
kinds of content can be supplied and the items in some domains may not be amenable
to any useful feature extraction methods [BS97]. Another limitation of the content-
based recommender systems is the overspecialization or the portfolio effect of these
systems. Since the recommendations are based on item similarity, the target user would
not receive any unexpected item recommendations. Due to this effect, content-based
systems perform usually poorly regarding their serendipity and diversity. While almost
unsusceptible to the new item problem, content-based recommender systems may still
suffer from the new user problem. In order to produce accurate recommendations for a
new user, the system first needs to collect data and build the target user’s profile. This
means that the recommender system can not produce a reliable recommendation before
understanding the user preferences, which is a problem more commonly encountered
among collaborative filtering recommender systems.

Apart from the obvious benefits such as personalized content and item recommenda-
tions for the users, recommender systems also have noticeable benefits for businesses.
Given their ability to produce relevant and personalized recommendations, an increase
in the user engagement can be realized on web services or businesses adopting rec-
ommender systems. Since the users have to put less effort to find liked or interesting
products, there is also an increase in the usability of these services and this leads to
users being more satisfied with their overall experience using these systems. These
benefits can have direct effects on the revenue of a business, which is strongly related
to the primary purposes of a business. Recommender systems have therefore been
utilized for a variety of different domains. Previous literature reviews and surveys
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indicate that majority of recommender systems were designed and developed for rec-
ommending web pages, personalized news, music, movies, documents and information
[RT08] [MC17]. These domains are suitable for recommender systems for many reasons,
one of them being the generally encountered information overload. As expressed by
Burke et al. (2011), personalized recommendations have been an important part of
many online e-commerce applications such as Amazon, Netflix and Pandora; leading
researchers to find inspiration for extending the reach of these systems into new and
challenging areas. The research of recommender systems, which encompasses many
information access environments, has seen an expansion of interest in the past decade;
catalyzed partly by the Netflix Prize and evidenced by the rapid growth of the ACM
Recommender Systems Conference [BFG11]. Furthermore, Lops et al. (2019) report that
even though the current research landscape of recommender systems is dominated by
pure collaborative methods, considering information about the content is already of
high importance in today’s practical applications and will be increasingly relevant in
the future. This is due to the fact that content-based recommender systems have proven
to be more effective than the pure collaborative filtering based methods in real-world
applications of some domains. Another reason is that the only way of effectively
implementing some aspects of the recommender systems is by considering knowledge
about item features. One further reason for the potential increase of content-based
systems’ relevancy is the increasing number of knowledge sources which contain richer
item information continuously [Lop+19].

2.1.1 Preference-/Critique-Based Recommender Systems

Most recommender systems adopt an approach where the target user simply receives
a personalized recommendation regarding the user/item model and can express no
further input on the recommendations. Conversational recommender systems on
the other hand, provide the users with the option to give further feedback on the
recommended item and thus, the recommendation can be further refined/improved.
These recommender systems can utilize different methods to realize the user feedback
elicitation and produce further personalized and well-suited recommendations for
the user. Commonly used methods for this purpose are retrieving preference-based
user feedback and critique-based user feedback. The former type of feedback can be
described as the user expressing preference for a recommended item over a set of
recommendations; while the latter consists of the user critiquing certain features of
the recommended product, such as color, price or size. Both types of user feedback
result in a refined item recommendation, which in turn may lead to an iterative user
feedback elicitation. Recommender systems usually exploit both types of feedback with
similar models. Chen and Pu (2012) describe a typical critique-based recommender
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system with a four-step interaction model between the user and the system as depicted
in Figure 2.1. The first step consists of the elicitation of user’s initial preferences,
which can be derived from a specification of a reference product or certain value
preferences over item features, and is followed by the second step, where the system
returns a recommendation according to the initial preferences. The final two steps
build a cycle together, where the user can critique the recommended items and get
refined recommendations as a next step or can terminate the interaction by selecting an
item as final [CP12]. Preference-based recommender systems usually adopt a similar
model; but instead of critiquing certain item features, the user expresses preference
for a recommended item over others. The recommendation refinement can then be
realized by exploiting the preference expression and item similarity metrics.

Elicitation of Initial User
Preferences

Display of Example
Outcomes

Natural Conversational
Dialog,

System-Suggested or
User Initiated Critiquing 

No More Required Effort

Accept

Figure 2.1: The typical interaction model between users and a critiquing-based recom-
mender system. Adapted from "Critiquing-based recommenders: survey
and emerging trends", [CP12]

Preference-/critique-based recommender systems are adopted by many e-commerce
sites and web services today because of their advantages over other types of recom-
mender systems. One of the most notable advantages of these systems is their higher
reliability in comparison with their counterparts. Since the acquired preferences are
explicitly given by the user, these recommender systems are able to generate more
reliable and accurate recommendations for the target user and can still function with
minimal user effort [RN05]. Although it is undeniable that these recommender systems
require more user effort than their implicit feedback-based alternatives, it is possible
for them to keep the required user effort low enough while still benefiting from higher
reliability/relevancy of the item recommendations. Apart from being more reliable,
explicit feedback is also easier to interpret and evaluate in comparison to implicit
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feedback, which also makes the adoption of preference-/critique-based systems more
appealing. Among those web services that adopt this type of recommender systems
are Amazon and Movielens, which exploit critiquing methods to refine item recom-
mendations [CP12]. Given their advantages, it is quite certain that these recommender
systems will continue to be adopted by many businesses of different domains.

2.2 Implicit Feedback in Recommender Systems

User feedback plays a crucial role in elicitation of user preferences and refinement
of the user profile in recommender systems. Recommender systems have no way
of developing insight regarding users’ impression of recommended items without
the user feedback. Therefore, the user feedback is essential for producing relevant
item recommendations and improving these recommendations. User feedback in
recommender systems is divided into two categories: explicit user feedback and
implicit user feedback. Explicit feedback, as the name implies, consists of any kind
of feedback explicitly given by the user; such as ratings, critiques and constraints.
Implicit feedback, on the other hand, is rather inferred from the user behavior. Most
collaborative filtering recommender systems rely on explicit feedback collected directly
from the user, which can be in form of ratings and reviews; but it is either impossible
or very difficult to obtain this type of feedback in some environments [LPP08]. Due
to the many advantages offered by implicit feedback and the occasional insufficiency
of explicit feedback, the former type of feedback is widely adopted by recommender
systems in a variety of application fields.

Implicit feedback has it’s edges and drawbacks when compared to explicit feedback.
Among many advantages of implicit feedback in recommender systems, one of the
most prominent is the lower or no required user effort. Since the user feedback is
inferred by the system rather than being explicitly given by the user, the required
user effort to generate recommendations and to refine them is kept to minimum. This
induces an abundance of user feedback for the system and higher usability for the
user, while reducing the accuracy in turn. Being easier to extract, implicit feedback is
generally less accurate than it’s explicit counterpart because it still has to be inferred
by the system instead of being explicitly provided with tools such as rating scales
and constraint/critique inputs. Jawaheer et al. (2010) summarize the characteristics
of implicit/explicit feedback with Table 2.1, which serves as a clear overview of
advantages/disadvantages of the two types of feedback over another. While having
differences in terms of accuracy and abundance, both implicit and explicit feedback are
sensitive to the user’s context. Another difference between the two types of feedback is
the degrees of expressivity of the user’s preferences. Recommender systems utilizing
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explicit feedback typically employ rating scales, which the users can use to rate the
items with varying scores. In this way, both positive and negative user preferences can
be captured, whereas implicit feedback can only be positive. One further difference
between implicit and explicit feedback is that explicit feedback tends to concentrate on
the extrema of the rating scale because of users’ inclination of expressing preference on
strongly liked/disliked items more commonly. Implicit feedback, on the other hand,
represents a degree of preference and is therefore relative, whereas explicit feedback is
absolute [JSK10].

Implicit Feedback Explicit Feedback
Accuracy Low High

Abundance High Low

Context-Sensitive Yes Yes

Expressivity of User
Preference

Positive Positive and Negative

Measurement Reference Relative Absolute

Table 2.1: Characteristics of explicit and implicit feedback. Adapted from "Comparison
of implicit and explicit feedback from an online music recommendation
service", [JSK10]

Given the abundance of implicit feedback sources, recommender systems can po-
tentially utilize a wide variety of implicit feedback types. These can vary from dis-
played/purchased items and time spent on item pages by the user to more complex
alternatives, such as user gaze count/duration and recognized user emotion. Oard and
Kim (1998) categorize observable behavior for implicit feedback initially in three fields:
Examination, Retention, Reference; later on adding a fourth category: Annotation (2001).
Examination consists of observable behaviors such as selection of individual objects,
which can provide a first cue about a user’s interest, and item purchase/subscription.
Both total and regional examination duration also belong in this category. Furthermore,
the authors include the repetition of these user behaviors in the same category since
examination may extend beyond a single interaction between the user and system.
The second category introduced by them, Retention, aims to cluster the behaviors that
suggest some degree of intention to make future use of an item. They group "printing"
with this category because of the permanence of the printed page and the association of
printing with a desire for retention. They also include "deleting" in the same category,
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which might support the inference of a degree of preference between the deleted item
and the retained ones [OK98]. Their other two categories, Reference and Annotation,
primarily covers actions with the effect of establishing some form of link between items
and actions that intentionally add to the value of an information object, respectively
[OK01]. The categorization, originally consisting of four categories, is further improved
by Kelly and Teevan (2003) with the additional category Create. They describe this
category as a grouping of behaviors the user engages in when creating original in-
formation. The authors also suggest that their classification of behaviors should be
viewed as a sample of the possible behaviors rather than an exhaustive classification
[KT03]. Another further improvement to the categorization is made by Jannach et
al. (2018) with the introduction of Social & Public Action and Physical Action, where
they depicted the extended categorization of observable behavior with Table 2.2. In
contrast to the entries in the previous categorizations, their additions are not focusing
on document-centric applications but rather on a wider application field based on the
review of more up to date scenarios. Their first additional category, Social & Public
Action, covers typical social interactions such as posting and commenting publicly,
following and connecting with people. The information publishing on social media
and the user’s embedding within a social network can be exploited as another type of
implicit preference signal. The content of the posts can be analyzed to build user pro-
files reflecting user’s interests and the social neighborhood of the user can be analyzed
to recommend additional friends/followees and channel subscriptions along with their
topics. The content of these posts can be further exploited to compute more relevant
query results. The final category presented by them, Physical Action, covers observable
behaviors such as the past and current movement profile of the user, which can be a
valuable indicator of the user’s interests. The same category also includes additional
recognizable activities which can be derived from a variety of devices connected to the
Internet of Things. These can be automatic identification of users or the use of gaze
tracking in combination with explicit ratings to derive content-based interest profiles
[JLZ18]. While the categorization is not fully comprehensive and there may exist some
overlapping between certain categories, it still represents a sufficient overview for the
different types of observable behaviors.

Concrete examples for the applications of implicit feedback include movie/video
streaming services such as Youtube, Hulu and Netflix. Along with their use of explicit
feedback by incorporating like/dislike functionalities, these systems also benefit from
implicit user feedback. They analyze the content previously watched by the user and
infer other media of potential user interest based on the content level similarity of the
items. Some of these systems also employ informative cues for the user by displaying a
relevancy score accompanying the recommended item. Music streaming services such
as Spotify and SoundCloud utilize implicit user feedback in a similar manner. These
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Category Examples of Observable Behavior

Examination
Duration of viewing time, repeated consumption,
selection of text parts, dwell time at specific locations
in a document, purchase or subscription

Retention
Preparation for future use by bookmarking or saving
a named or annotated reference, printing, deleting

Reference
Establishing a link between objects. Forwarding a
document and replying, creating hyperlinks between
documents, referencing documents

Annotation
Mark up, rate or publish an object
(includes explicit feedback)

Create Write or edit a document

Social & Public
Action

Public posting, commenting and communicating,
activity posts, following and connecting with people,
joining groups, expressing trust

Physical Action

Observed user actions that can be interpreted as
feedback towards objects of the physical world.
Being at a location, roaming profiles and dwelling
time, other recognizable activities in the physical world

Table 2.2: Extension of observable behavior types. Adapted from "Recommending
Based on Implicit Feedback", [JLZ18]
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services provide recommendation playlists based on their similarity with the previously
listened songs or artists. The recommendations include songs from the same/related
artists and of the same/related genres. Such systems also make recommendations based
on user similarities. User models can be built and refined with the implicit feedback, in
turn finding similar users and recommending the content they consume. Another type
of service utilizing implicit user feedback is e-commerce. Services such as Amazon and
eBay make product recommendations to the users based on their previously examined
or purchased products. Google Maps also incorporates a recommender system utilizing
both explicit and implicit user feedback. Along with it’s exploitation of explicit user
ratings, the web mapping service recommends restaurants or cafes to the target user by
exploiting the location of the user. Other applications of implicit feedback include social
media services such as Facebook and Instagram. These social media services make
page, friend or content suggestions based on previously read articles, other visited
pages and the social network of the users.

2.2.1 Eye Tracking in Recommender Systems

Eye tracking is the technique and process of measuring a user’s eye motion and position.
Utilizing eye tracking technologies, recommender systems can extract user data such
as gaze location, duration and pupil diameter. Although it is not as commercially
widespread as other implicit feedback alternatives, eye tracking in recommender
systems is still a commonly studied type of implicit user feedback. Eye tracking
technologies’ lack of popularity among commercial recommender systems is mainly
related to hardware issues, along with possible privacy concerns. A dedicated eye
tracking component should be incorporated for a recommender system to utilize eye
tracking feedback, which can introduce physical constraints to the system and the user.
The need to constrain the physical relationship between the eye tracking system and
the user remains as one of the most significant barriers to incorporation of eye tracking
in more settings [JK03]. Nevertheless, eye movement recordings can provide a dynamic
trace of where a user’s attention is being directed in relation to a visual display and the
extracted data such as fixations can reveal the amount of processing being applied to
objects at the point of regard [PB06]. Using this information, recommender systems
can infer user preferences in order to refine the user model and produce relevant
recommendations.

As with any type of implicit feedback, eye tracking feedback has a clear advantage
over explicit feedback types regarding the required user effort. Since the eye movements
happen nearly unconsciously, they share the advantage of being easy for the user to
generate [JK03]; making the use of eye tracking in recommender systems unobtrusive.
Eye tracking additionally provides a distinct advantage in terms of the eye-mind
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assumption relating overt (visual) and covert (cognitive) attention [FJ11]. The eye-mind
assumption holds that the gaze target of the eyes strongly relates to what the mind
is engaged with [JC80]. Even though the advantages mostly make up for them, eye
tracking feedback still has it’s disadvantages. These disadvantages include the eye
tracking devices’ need for calibration before use, although this only takes few seconds
for most devices, and the limited head movement of the user [Pal+08]. One further
disadvantage of eye tracking can be it’s high financial impact on research [Sch+03]
or commercial use. Besides potentially being preferred over explicit feedback types,
eye tracking feedback can also be preferred over it’s implicit counterparts due to
a couple of reasons. These reasons include eye tracking feedback’s high versatility,
as they can potentially be adapted to any system supporting visualization, and it’s
continuity. One example to eye tracking being preferred over an implicit counterpart is
the study presented by Franco-Watkins and Johnson (2011). The authors discuss that
the eye tracking methodologies introduced by them have an advantage over mouse
tracing in that they produce a greater number of fixations, of shorter duration, and are
not susceptible to significant variability over the course of an experiment [FJ11]. Eye
tracking, by all means, may also be employed alongside other types of implicit feedback
in order to have improved results. In their study, Schiessl et al. (2003) acquire results
which indicate that click analysis alone is insufficient for their use case. They express
that the additional eye tracking method in their studies gave insight into otherwise
not reportable behavior right before or in absence of the mouse click. Moreover, they
conclude that the combination of conventional methods and eye tracking analysis
allowed differentiating the origins of the problem [Sch+03].

Eye tracking feedback and it’s correlation with user interest/attention has been
researched and utilized in a multitude of different fields. A wide variety of (interdisci-
plinary) eye tracking applications has been and still being developed in fields including
but not limited to neuroscience and psychology, industrial engineering and human
factors, marketing/advertising and computer science [Duc07] . A large number of
research focusing on (implicit feedback) recommender systems have also utilized eye
tracking on multiple occasions. Xu et al. (2008) propose a recommendation algorithm
for personalized online documents, images and videos using commodity eye tracking.
Their proposed recommender system recommends an optimal list of online materials
most interesting to the target user under the assumption that an item which attracts
more attention from the user, in comparison to another item of same type, also indicates
a higher interest for the user. They define the attention with the time the user spends on
reading, browsing or watching the object and their reported statistics suggest that their
algorithm can satisfactorily produce a personalized online content recommendation
which is in better agreement with the user’s expectation and preference [XJL08]. Chen
and Pu (2010) investigate the effect of the recommender interface designs on users’
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decision making strategies through the observation of their eye movements and product
selection behavior. With this study, they aim to understand the visual searching pattern
of users in a ranked list and to reveal more effective layout designs that can prompt
users to consider more recommendations, in turn leading to more accurate decision
outcomes. Reviewing their eye tracking results, they conclude that the users practically
adapted their searching behavior to different recommendation displays and suggest
layouts which can lead to a higher decision quality [CP10]. Relying on a critique-based
recommender system, Castagnos et al. (2010) examine the impact of recommender
systems on users’ product search and purchase decisions. By employing an eye tracking
system and collecting users’ interaction behaviors, they outline how users progressively
use the recommender system and how users need to explore recommended alternatives
as they get closer to their desired item [CJP10]. In a more practical application, Kliegr
and Kuchar̆ (2014) present a recommender system for online videos, employing eye
tracking to determine user interest in the content. Their proposed recommender system
exploits eye tracking and motion sensing alongside explicit user actions and constructs
user profile from preference rules discovered with an association rule learner [KK14].
Motivated by the eye gaze patterns’ capacity to hold rich signals concerning user
preference and by the unavailability of eye tracking data to most recommender systems,
Zhao et al. (2016) demonstrate the possibility to model and predict user gaze without
requiring the deployment of eye tracking technology. They propose predicting gaze by
combining the user browsing data with the eye tracking data collected from a small
number of users and inferring patterns for other users using this combination. Their
results show that the incorporation of eye tracking data into the model training signif-
icantly boosts accuracy in comparison to only using normally logged user browsing
data [Zha+16]. On yet another study, Chen et al. (2017) engage in analyzing users’ eye
movement behavior during the evaluation of recommendations from a critique-based
recommender system, aiming to identify the correlation between the users’ eye move-
ment and critiquing feedback. In their study, they utilize the metrics fixation count,
total fixation duration, average fixation duration and they define improving/compromis-
ing for the actual critique done by the user on a product’s attribute. Following an in
depth investigation of eye movements over recommended products through an eye
tracking experiment, they conclude the feasibility of using the users’ fixation behavior
to infer the product which they are inclined to critique within a set of recommendations.
They discover that fixation count and total fixation duration are more indicative of a
user’s interest in one product for critiquing, while average fixation duration acts more
accurately than the former two metrics for inferring a user’s critiquing criteria on a
product’s attributes. Their conclusions also include that the product attributes with
relatively high average fixation duration can more likely be improved and those with
low average fixation duration are more likely to be compromised. Furthermore, they
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discuss that users’ attribute fixations can be combined with their value comparison
behavior for deriving high-confident association rules. These findings suggest that
the implicit critiquing feedback based on eye movements can be exploited to enhance
the accuracy/relevance of system-suggested critiques and that recommender systems
following this approach can automatically refine users’ preference model [CWP17].
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In this chapter, we review our proposed closed loop content-based recommender sys-
tem by introducing the employed methods and the utilized tools for the realization of
the proposed system. We analyze the individual components and their contributions
to the system in general and regarding the current application setting, which is the
generation and refinement of a clothing design in brief. We realize the recommender
system by constructing the core component (Simulation/Visualization and User Inter-
action Component) with Unity and coupling all individual components together. The
components building our recommender system are as follows:

• User Feedback Component

• Evaluation/Quantification Component

• Simulation/Visualization and User Interaction Component

• Database Component

The following components are proposed for an extension of the system:

• Optimization Component

• User Scanning Component

We analyze these components in detail regarding their implementation and/or
integration, their roles and advantages; while also discussing the possible limitations
and alternatives for these components. In addition to the detailed analysis of the
individual components, we review their relations and their cooperation with each other.
We further on introduce the current pipeline, which consists of two phases: Baseline
Design Generation Phase and Design Attribute Refinement Phase. Moreover, we
review the extended pipeline of the proposed system and the enhancements realized
by it’s adoption.
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3.1 Individual Components

3.1.1 User Feedback Component

The user feedback component handles the retrieval of implicit user feedback to infer
the target user’s preference over a set of designs or over specific attributes of a single
design. The component is only responsible for the capturing of the user feedback and
not for the interpretation, which is handled by the evaluation/quantification component.
Considering the many advantages of eye tracking, mainly unobtrusiveness/noninva-
siveness and versatility, we employ an eye tracking system in our recommender system
in order to capture the implicit user feedback. While there are many devices and soft-
ware products offering eye tracking solutions, we choose our solution according to it’s
accuracy, convenience and prevalence among eye tracking research. For that purpose
we use Tobii Pro Nano, a highly mobile and convenient screen-based eye tracker. The
eye tracker unit applies the corneal reflection and dark/bright pupil combination eye
tracking techniques, while achieving an accuracy of 0.3◦ at optimal conditions. It also
offers a Unity software development kit (SDK) for building analytical applications,
allowing straightforward integration with Unity. Figure 3.1 shows a sample scene using
the Tobii Pro Unity SDK, where the green dots represent the previous eye fixation
points by the user. The eye tracker’s fast calibration, straightforward integration, high
portability and accuracy makes it a suitable tool for our user feedback component.

Figure 3.1: Screen capture from a sample Tobii SDK scene with visualized gaze data

Our proposed user feedback component collects the following metrics for each design
object/region: fixation count, total fixation duration, average fixation duration, average
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pupil diameter. Fixation count represents the total number of times the user fixates
on the item and total fixation duration represents the sum of these fixations’ duration,
while the average fixation duration and average pupil diameter represent the average
duration of the user’s fixation on the item and average pupil diameter of the user
during a fixation on the item, respectively. The captured user feedback is sent over to
the evaluation/quantification component for further processing in form of collected
metrics, alongside item characteristics such as attribute/region type and visible surface
area or volume for each item of potential interest.

Another alternative feedback that the component can incorporate, instead of or
supplementary to eye tracking, is user emotion. Potentially, the target user’s emotions
during examination of an item can be identified and extracted for refining the user
preference model. Possible instruments for identifying the target user’s emotion during
item examination are electroencephalography (EEG) devices or galvanic skin response
(GSR) sensors. The former are usually in the shape of headsets and measure the
electrical activity of the brain while the latter can be wearable units usually attached to
finger tips, measuring the electrical conductivity of the skin. Both type of instruments
can potentially be employed to measure psychological arousal and identify human
emotions. However, our preliminary research shows that the utilization of this type
of feedback to identify product emotions and to infer user preference can be quite
challenging, especially with EEG [FB+07][Mot09][GE13]. Although there are studies
showing encouraging results of neural response exploitation for applications such
as experience good and aesthetic preference recognition [Ma+18][CTM15], 3D user
interface interaction [FHL17]; both EEG and GSR approaches suffer from challenges
such as invasiveness/obtrusiveness, idiosyncrasy and high sensitivity to noise. Given
these challenges, we decide that capturing and analyzing eye tracking feedback is a
more suitable option for our proposed recommender system.

In addition to implicit user feedback, we propose the utilization of low-effort explicit
user feedback by the system. In the second phase of the recommendation process,
the target user’s interest on design regions of a single simulated design is measured,
instead of measuring interest on design pictures with varying attributes. During this
phase we propose suggesting the user a set of updated design attributes based on
the region with the highest interest. Thus, the user can explicitly choose one of the
displayed design suggestions, updating the currently simulated design in turn. The
process of capturing low-effort explicit feedback is conducted in cooperation with user
interaction component. While user feedback component is responsible for any kind of
implicit feedback including the one leading to the explicit inquiry, acquisition of the
actual explicit feedback is conducted by the user interaction component. In Subsection
3.1.3, we discuss the advantages of utilizing low-effort explicit feedback and provide
more details on this approach.
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3.1.2 Evaluation/Quantification Component

The evaluation/quantification component is responsible for processing the captured
feedback transferred by the user feedback component. The component exploits the
implicit feedback data by converting the received measures (fixation count, total/aver-
age fixation duration and average pupil diameter) to a more tangible metric, interest
score. The component calculates the interest score with a weighted combination of the
measures it receives from the user feedback component, also exploiting the volume or
visible surface area of the respective item in order to have equitable and accurate results.
Using the calculated interest scores, the component determines the changes to be made
on the baseline design and sends this information to the simulation/visualization
component to realize these changes. For the aforementioned low explicit feedback, a
direct evaluation is possible and the feedback does not need to be further processed.
Instead, the changes resulting from the explicit feedback are realized directly by the
simulation/visualization component.

3.1.3 Simulation/Visualization and User Interaction Component

Simulation/visualization and user interaction component is the core component con-
necting the other individual components and building the foundation for the overall
workflow. The component is responsible for visualizing the design representations
and simulating the existing design among other user interactions such as low explicit
feedback. By visualizing and simulating the designs, the component creates the op-
portunity to capture user feedback, in turn refining the user preference model and
producing more relevant recommendations for further simulation. The component
visualizes/simulates the designs until feedback is captured and initializes or updates
the designs according to the results from the evaluation component, realizing the basis
for the closed loop cycle of the recommender system.

The whole component is constructed with Unity, a game engine allowing the devel-
opment of 2D/3D games and simulations. Offering a wide variety of features such
as animation, rendering and simulations tools, Unity is adopted by many different in-
dustries besides game development. These industries include engineering, automotive
and architecture, given the game engine’s ability to represent and simulate full-scale
industry models in real-time, possibly in augmented reality (AR) and virtual reality
(VR). Due to similar reasons, we employ Unity for our core component, specifically
version 2018.4.9.

For the actual simulation of the design, we employ a cloth simulation subcomponent
along with a human model in order to produce a realistic representation of the design.
Our preliminary research results with three candidates for the realization of this sub-
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component: NVIDIA FleX for Unity, Obi Cloth and Unity’s built-in cloth component.
All three are real-time cloth simulation components utilizing particle-based physics and
have their respective edges/drawbacks. Upon further review of these subcomponents,
we determine that Obi Cloth is the most suitable option for our proposed recommender
system due to NVIDIA FleX’s requirement of high processing power and Unity Cloth’s
very low adaptability. While Obi Cloth has lower performance requirements in com-
parison to NVIDIA FleX, it still produces far more accurate and flexible simulations
than Unity’s built-in cloth component. Furthermore, Obi Cloth has a far more compre-
hensive documentation compared to the other alternatives, making the integration and
adjustment of the subcomponent more straightforward. Obi Cloth is an highly flexible
simulator, allowing for many constraint adjustments such as aerodynamic, bend and
skin constraints which are depicted in Figure 3.2 along with it’s particle editor. Global
constraints along with particle constraints make it possible to refine the cloth further
and produce realistic simulations. The simulator can also be employed to add cloth
simulation to skinned meshes, such as characters or other humanoid models. While
the cloth simulator is an highly adaptable one, it’s application with skinned meshes
still requires an additional integration process; which is crucial for our recommender
system, since we simulate the generated clothing design worn by a human model to
present more realistic results. We use Blender for this additional integration, an open
source 3D computer graphics software for modeling, rigging, animation and simulation
among other tasks. The process starts with setting up the armature and generating the
rig for the human mesh, which can be skipped if the human mesh is already rigged.
Furthermore the human mesh and the cloth to be simulated have to be skinned to the
rig, which is followed by export from Blender and import into Unity. Figure 3.3 displays
the part of the process after the rigging of the human mesh. This complex process
introduces some limitations for our recommender system, such as the need for skinning
different types of clothes to the human model beforehand. Another limitation is that
there is no optimal solution for dynamically scaling a Unity gameobject with a skinned
mesh renderer component, which makes it challenging for our recommender system
to refine individual design attributes such as sleeve length. However, the exploitation
of per-particle defined skin constraint parameters of Obi Cloth, such as skin radius
and backstop, still gives potential for refining the tightness/looseness of the generated
design.

The simulation/visualization and user interaction component also handles the cap-
ture of low-effort explicit user feedback by employing a user interface for the selection
of system-suggested critiques. While the users do not explicitly state which design
aspect to critique, they have the freedom to choose any of the suggested critiques based
on the highest interest design region. An example to this feedback process is depicted
in Figure 3.4, where the user is presented with different options of collars because the
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Figure 3.2: Screen capture of Obi Cloth simulator displaying solver parameters, con-
straints and particle editor within Unity

Figure 3.3: Screen capture from Blender depicting the skinning of a cloth mesh to a
rigged humanoid mesh
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current design region with the highest user interest is the neck region. We propose this
approach due to the challenge in refining an individual design attribute during a single
design simulation. Adapting the design solely based on user interest on the design
region, without retrieving the explicit feedback may produce irrelevant recommenda-
tions; since a reference data regarding the same design aspect is not present during the
simulation of a single design item. By adopting the current approach, we obtain higher
accuracy and relevance in the recommended design with respect to the target user’s
preferences, while still keeping the required effort to minimum. Instead of explicitly
choosing the design attribute to critique, the user can confirm one of the suggestions
made by the system, avoiding higher effort on their part.

Figure 3.4: An example of system-suggested critiques

3.1.4 Database Component

The database component stores sets of design representations along with individual
design attributes defined by discrete parameters. The stored data can be in the form of
images such as design visualizations used for the inference or in the form of gameobjects
such as different collar options for the design. Additionally, the database component
stores numerical data representing different design attribute values including logo
size and design color values. The stored data is used by the simulation/visualization
component to generate new designs or modify existing designs. While the contin-
uous parameter design attributes such as design color and logo scale/position can
be modified solely by simulation/visualization component, the discrete parameter
design attributes are stored in database component and get transferred to the simula-
tion/visualization component accordingly. The discrete parameter attributes include
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design fabrics, collar styles and the logos among others. While we currently exploit
both continuous and discrete parameters, our future work focuses more on continuous
parameters due to the further enrichment of design options they provide.

The component is in closed loop interaction with the simulation/visualization com-
ponent to generate the designs and realize the changes in the existing designs. It also
handles the extraction of data such as eye tracking metrics, interest scores and current
design parameters, which are necessary for our current studies and the future inte-
gration of the optimization component. Besides storing design data, cooperating with
simulation/visualization component and extracting existing data, the database compo-
nent is also responsible for parsing the data outputted from the optimization component.
By parsing the data from the optimization component, which we thoroughly discuss in
next section, and transferring this data to the simulation/visualization component, the
database component plays a critical role in further optimizing the existing design in
addition to it’s other responsibilities.

3.1.5 Extension Components

Optimization Component

We envision the optimization component for the further and more accurate refinement
of our proposed recommender system’s recommendations. The recommender system
currently produces recommendations according to the internal evaluation of implicit
and low-effort explicit user feedback. In order to improve the relevancy of the recom-
mendations and potentially replace low-effort explicit feedback, we propose employing
Hierarchical Evolutionary Engineering Design System (HEEDS) for this component.
HEEDS is a design space exploration software that automates and improves the search
for better solutions within a design space. The software makes it possible to uncover
new design concepts that improve products, leveraging optimization algorithms such
as genetic and adaptive algorithms along with machine learning techniques. Given
it’s features including process automation, efficient search and distributed execution,
it is utilized across many industries such as automotive, energy and aerospace. Our
recommender system can utilize HEEDS to increase the accuracy of the recommenda-
tions and to completely remove the explicit user feedback. There are multiple potential
solutions to replace the low-effort explicit feedback during the design refinement. One
approach is randomly applying changes on the high interest region and feeding HEEDS
the current parameters such as eye tracking metrics and design parameters in each
refinement iteration, in turn decreasing randomness in each iteration and refining the
design towards more optimized solutions. HEEDS can also potentially be utilized
to generate a set of optimized design variations instead of a single one and the rec-
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ommender system can suggest these optimized designs to the user, again relying on
low-effort explicit feedback.

While our current recommender system is not integrated with HEEDS design opti-
mization, the required infrastructure is already prepared. This allows the system to
communicate with HEEDS and conduct design of experiments (DOE). Current integra-
tion supports the utilization of predefined design parameters by HEEDS in cooperation
with the database component, which handles the communication by parsing the in-
coming data from HEEDS and extracting internal data to HEEDS. By employing the
optimization component fully integrated with HEEDS, the proposed recommender sys-
tem can produce more relevant recommendations and also further reduce the required
effort for the target user.

User Scanning Component

We propose the addition of this future component to the recommender system in
order to have more realistic simulations and individualized results. The user scanning
component can be used at the start of the design process to extract a 3D body scan
of the user, replacing the generic human model our current recommender system has.
The component comes into effect during the second phase of the design process, where
a single design is simulated in order to infer regional interest by capturing implicit
user feedback. Furthermore, the scanned user model can move around wearing the
generated design by using predefined animations or tracking the user’s real body, in
turn giving the user an opportunity to examine the design in more detail. While the
suggested component may cause some privacy concerns and introduce invasiness to
the recommender system, it can still enhance the user experience and allow the system
to produce more individualized recommendations.

3.2 Overall Pipeline

While the core concept can be applied for many different application fields, our
proposed closed loop generative design recommender system focuses on the generation
of individualized clothes for the target user. The idea behind the recommender system
is to generate a baseline design for the target user by exploiting implicit user feedback
and simulating this design to capture further user feedback on following iterations.
As depicted in Figure 3.5, this iterative design process consists of simulation of the
design along with additional feedback retrieval, evaluation of the captured feedback
and refinement of the existing design for further simulation; hence building a closed
loop generative design process.
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Figure 3.5: Design cycle representing the communication between member components

As shown in Figure 3.6, the overall workflow of our recommender system consists
of two phases: Baseline Design Generation Phase and Design Attribute Refinement
Phase. The former phase is constructed with a series of design displays in the form of
images and it results with the generation of the baseline design for the target user. Each
set of displays focuses on a single design aspect with varying attributes within the same
display set in order to infer the most suitable option for the current design aspect, based
on the target user’s interest on the design option representations. In this phase we
primarily focus on non-regional design attributes such as design fabric and color, since
the inference of user preference for these attributes proves to be particularly challenging
during the next phase, where we measure the user’s interest on design regions. During
Baseline Design Generation Phase, User Feedback Component captures the implicit user
feedback for each set of design images visualized by Simulation/Visualization and User
Interaction Component and transfers the user feedback data to Evaluation/Quantification
Component for further processing. The latter component infers the preference of the
target user and sends this information to Simulation/Visualization and User Interaction
Component which simulates the baseline design in cooperation with Database Component.
At this stage, Design Attribute Refinement Phase starts and the recommender system
modifies the simulated design in each refinement cycle. During this phase, User
Feedback Component and Evaluation/Quantification Component measures the target user’s
interest on different design regions such as neck, torso and sleeve; followed by the
transfer of these results to Simulation/Visualization and User Interaction Component for
the presentation of system-suggested critiques. Utilizing a user interface, target user’s
explicit feedback is retrieved and the refined design is simulated once again for next
iteration of the cycle. The generative design cycle can be limited to a certain number
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of iterations or alternatively, users can have the option to terminate the interaction
when they are satisfied with the existing design recommendation which is an approach
commonly adopted by critique-based recommender systems.

Simulation/Visualization 
&

User Interaction Component

User Feedback
Component

Evaluation/Quantification
Component

Baseline Design Generation Phase Design Attribute Refinement Phase

Database
Component

Figure 3.6: Overall pipeline displaying the design phases and component connections

We also propose an extended pipeline with the goal of enhancing the accuracy,
diversity and the overall user experience of our closed loop generative recommender
system. Alongside the addition of extension components, we propose an additional
phase for the pipeline: Initialization Phase. This is a very simple phase, consisting
of the explicit choice of clothing type by the user at the start of the design process.
Since we currently focus on only a single type of clothing, the option to generate
and recommend other types of clothes would severely increase the diversity of our
recommender system. Figure 3.7 represents the newly proposed extended workflow
with the additional phase and the components, which is still closely related to the
existing pipeline. As seen in the figure, Optimization Component is directly connected
with Evaluation/Quantification Component in order to increase the accuracy of the system
and the User Scanning Component begins having an effect at the start of the Design
Attribute Refinement Phase, replacing the previous human model with the user’s
scanned body mesh. In addition to these changes, the explicit feedback from the
user during the examination of system-suggested critiques can be replaced by implicit
feedback as well. The system can adopt an approach similar to that in Baseline Design
Generation Phase, measuring the user’s interest on system-suggested critiques and
realizing the changes accordingly and in turn lowering the overall user effort required
for the design process. Realizing these changes can further increase the relevancy of
produced recommendations, leading to an improved experience for the target user.
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Figure 3.7: Overall pipeline displaying the design phases and component connections
with extensions
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In this chapter, the developed workflow presented in Chapter 3 is evaluated using two
different case studies. First study focuses on the validity of user preference inference
by using eye tracking metrics, whereas second study relates to the complete workflow
and it’s outcome. In this section, we introduce the conducted case studies and analyze
their results.

The goal of our initial study is to verify our preliminary eye tracking concepts.
The evaluation was realized by displaying sets of design pictures to the participants,
collecting their eye tracking metrics, testing different inference methods and comparing
the results with the explicitly given values. Upon the completion of the experiment,
the users are asked to explicitly list their rankings for the proposed designs based on
their preference, providing us with the comparison values. The study consists of ten
sets of design images, each set having four different designs, and all ten iterations of
design examination lasts for 20 seconds. A brief calibration is conducted at the start of
the study and a resting interval is kept between each iteration in order to increase the
precision of our study. Instant transitions or very brief resting intervals between the
iterations may affect the precision negatively, while too long waiting time may be boring
for the user and lead to a loss of interest. Given these premises, we choose an interval
of 3 seconds between each iteration in order to balance user engagement and precision.
The images in our data set consist of different clothing designs with varying types such
as t-shirt, jacket, dress and each image belonging to the same set are of the same type.
Figure 4.1 depicts a sample examination iteration where four t-shirts are displayed
for the user to observe. We try to keep a level of similarity between the images in
the same set and avoid using distracting designs in order to get more accurate results.
Catchy design features such as bright colors or written texts can draw more attention
from the user, not necessarily because they are more preferable, but simply because
they are more distracting or because the texts are hard to read. Therefore, we avoid
using such distracting designs in our sets with the goal of acquiring more equitable
and accurate results. Twelve participants, with different educational backgrounds and
ages between 20-30 were asked to examine each set of design images and after the
participants complete examining each ten sets of images, they were asked to rank the
four designs in each set from most favorite to least favorite by showing them the images
again without a time limit.

29



4 Results and Discussion

Figure 4.1: Screen capture from the initial study displaying one step of examination

Four preference inference functions, each utilizing only one of the collected eye
tracking metrics (fixation count, total/average fixation duration and average pupil
diameter), are defined and the results of these functions are compared with the explicitly
given user preference ranking of the designs. All four functions simply order the
designs in each set by it’s utilized comparison metric, from highest metric value to the
lowest. Total and average fixation duration inference functions use milliseconds as the
comparison unit, whereas average pupil diameter inference function uses millimeters.
In order to acquire a more extensive evaluation, four additional functions are defined
and are named "inverse" functions for clarity purposes. These inverse functions each
exploit only one of the eye tracking metrics similarly to the previously defined functions.
Although they also use the same metrics as before, they differ from the previous
functions in the direction of ordering. Instead of ranking the designs in a descending
order, the inverse functions rank them in an ascending order, the design with the lowest
metric value inferred as the most favorite and the design with the highest value as the
least. Figure 4.2 displays the results of the comparison between (inverse) fixation count
inference and explicitly given preference rankings. Each bar in the chart represents
the accuracy of one of the two inference functions (fixation count and inverse fixation
count) for a given preference rank. The accuracy is defined as the ratio between the
number of correctly inferred designs for that rank and the total number of design sets.
The fixation count inference function reaches an accuracy of 75,5% for the first rank
preference, meaning that the design attracting the highest number of fixations among a
set is actually the favorite design of a user 75,5% of the time. Moreover, the forth rank
accuracy of the same inference function has an accuracy of 40%, which indicates that
the design with the least number of fixations also is the least preferred user design with
a probability 40%. Furthermore, the inverse fixation count inference has an accuracy of
only 2,22%, indicating that the design with the least fixation count is very rarely the
most preferred design of the user.
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Figure 4.2: A chart depicting the accuracy of fixation count and inverse fixation count
inference functions for each preference rank

Figure 4.3 displays the accuracy of total fixation duration and inverse total fixation
duration inference functions, with first rank fixation duration having the highest
accuracy (71,3%) among others. Moreover, the inverse function of the same metric
has a significantly low accuracy for both the first rank and the forth: 2,8% and 5,6%.
These low accuracy rates reveal that it is infrequent for a design with the shortest total
fixation duration to be the favorite design of a given user. They also suggest that the
design with the longest total fixation duration is rarely a least favorite.

Figure 4.3: A chart depicting the accuracy of total fixation duration and inverse total
fixation duration inference functions for each preference rank
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While Figure 4.4 suggests that the correlation between the user preference and the
average fixation duration is not as strong as the correlation with the previous two
metrics, it still conforms to our preliminary assumptions regarding this metric. The
accuracy of the average fixation duration inference is higher than inverse’s for each
rank, with a maximum difference of 36,4% and a minimum difference of 8,1%. These
differences and the accuracy values of the two functions support the argument that a
design with greater average fixation duration is likelier to be a more preferred design
than one with a smaller average fixation duration.

Figure 4.4: A chart depicting the accuracy of average fixation duration and inverse
average fixation duration inference functions for each preference rank

Finally, the accuracy of average pupil diameter inference is depicted in Figure 4.5.
Even though our preliminary research suggests that a larger pupil diameter correlates
with a higher aesthetic rating of an image or preference of a design [BS12][HL14],
the resulting data for this metric is rather inconsistent. Potential issues causing this
inconsistency might be the bright design colors and environmental lighting. Both
of lighting and bright colors can induce pupillary responses that are not necessarily
correlated with the design preference, and therefore can result in such inconsistencies.
Although the highest accuracy is once again reached by a non-inverse function, it only
goes up to the value of 35,8%, which is the lowest observed value for a non-inverse
inference function in first preference rank. Furthermore, this inference method is the
only one, where the inverse inference function surpasses the original function in terms
of accuracy. A difference of 9,2% for the second rank and a difference of 2,8% for
the third rank are observed in favor of the inverse average pupil diameter inference.
Moreover, the inverse inference function reaches an accuracy of 22% for the 4th rank,
which is the highest reached accuracy by an inverse function. The results regarding
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the average pupil diameter metric contradicts with our initial assumptions and they
manifest that this metric is the least accurate for preference inference among all four
metrics.

Figure 4.5: A chart depicting the accuracy of average pupil diameter and inverse average
pupil diameter inference functions for each preference rank

In addition to previous accuracy comparisons, a comparison of the first rank accuracy
of all four eye tracking metrics is shown in Figure 4.6 to provide a clearer overview.
Although fixation count inference method seems to be the most accurate of all four
methods for the first rank, it should be noted that the respective function has a number
of samples significantly smaller than the other three functions. This is due to the high
number of designs which share the same number of fixations with another design in the
same set. While the fixation count function is highly prone to ties between designs and
can not infer a complete ranking of the set occasionally, it is uncommon for the designs
to tie with each other under the comparison of the other metrics. Despite average pupil
diameter metric proving to be rather unreliable, our results show that the remaining
three metrics can be exploited to infer user preference within a set of designs. These
results validate our preliminary assumptions that the fixation count and total/average
fixation duration metrics have a correlation with the user preference. They also indicate
that the exploitation of these three metrics is suitable for the inference of the favorite
design, but not as reliable for the inference of other ranks. However, the inference of the
favorite user design alone already provides valuable information for the individualized
design generation. It is also worth mentioning that the inverse inference functions
for the first three metrics score significantly low for the favorite design inference,
especially the fixation count and total fixation duration. This information reveals that
the designs with lowest number of fixation and shortest total fixation duration are
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rarely the most preferred option, which can also be exploited during the individualized
design generation.

Figure 4.6: A chart comparing the first rank accuracy of four different eye tracking
metrics

Furthermore, we define another inference function, constructed from a combination
of fixation count and total fixation duration metrics. Since both of these metrics prove
to be in correlation with the user preference, the combination inference method also
utilizes them in a similar way to previous methods and additionally introduces a
threshold. The inference function is only aimed at inferring the most preferred design
of the user and begins the evaluation by giving priority to total fixation duration. The
design with the highest duration value is directly returned, if the difference between
the highest and the second highest value is greater than the threshold. Otherwise, the
function considers those designs within the range of the threshold as equally ranked
and continues the evaluation with the second metric. The function ranks the designs,
which previously had equal rankings, according to their fixation counts. If two or more
designs still share a rank after this step, the design with the longest fixation duration is
returned, ignoring the threshold. This threshold is defined as one-tenth of the design
examination duration, which corresponds to 2 seconds for our initial study settings.
The favorite design inference accuracy of the combination method is compared with
the total fixation duration metric’s in Figure 4.7. We choose the total fixation duration
for comparison instead of fixation count, due to the limited sample number of the
latter metric. Even though fixation count has a higher favorite design accuracy than
total fixation duration according to our previous results, the metric is highly prone to
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equal rankings caused by multiple designs with same number of fixations. Therefore,
total fixation count metric alone is not robust enough for the inference, especially
with short examination phases. The total fixation duration method has an accuracy
of 71,3% for the inference of the favorite design, whereas the combination method
reaches a value of 72,5%. Although the difference is a minor one, it is still promising.
The combination method is more robust in comparison to using solely fixation count,
because this method can produce inferences for most design sets, where as the fixation
count alone is highly prone to multiple equally ranked designs. More research still has
to be done to further test the validity of our assumption and to produce better results.
Eventually, more optimized and reliable combinations of these metrics will support our
recommender system, in turn increasing the accuracy further.

Figure 4.7: A chart comparing the first rank accuracy of total fixation duration inference
and the combination inference

Our second study consists of the testing of the proposed recommender system by
users and a user survey for the evaluation of the workflow. The study aims to evaluate
the overall user satisfaction of the proposed recommender system and is in the form of a
brief workflow representing the baseline design generation phase of the design process.
The inference of the user preference is completely based on eye tracking feedback, as
proposed for the baseline design generation phase. For the study, we have a total of
twenty-three participants mostly consisting of simulations experts between the age of
30-55 and students from disciplines such as information technology, computer sciences
and electrical engineering, between the ages 21-25. The demonstrated design process
starts with a brief calibration, which is followed by the display of design aspect options
divided into different steps. In each step, the user investigates a set of design pictures
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representing varying options for specific design aspects such as design color and logo
for a 10 second interval. Figure 4.8 shows one of the examination steps where implicit
user feedback is captured, while Figure 4.9 shows a generated baseline design as a
result of the design process. After the examination steps, the generated baseline design
is simulated for the user, worn by a generic human model that can be rotated by user
interaction in order get a better view of the design. Besides allowing the users to see
different parts of the design, the rotation of the model also helps the users to get a
better idea about how the generated design looks while moving.

Figure 4.8: An examination step during baseline design generation displaying different
color options for the design

Figure 4.9: A sample from the design process depicting generated baseline design

36



4 Results and Discussion

Figure 4.10 depicts the overall workflow of the case study with specific design
attribute inference steps. As mentioned, an eye tracking calibration is performed for
the user at the start of the study, before the design aspect examination steps. Each
examination step is designated for the inference of a specific design attribute, starting
with the design fabric inference. The examination steps of the workflow continue with
logo size/color inference and conclude with the design color inference. Following the
completion of the examination steps, the baseline design is generated and simulated
for the user observation. After this stage, the participants are asked to fill out the
user survey consisting of questions aimed at deducing user satisfaction and gathering
feedback for our workflow.

Calibration Design Fabric
Inference

Logo Size 
Inference

Baseline Design
Generation

Design Color
Inference

Logo Color 
Inference

Figure 4.10: A diagram depicting the overall workflow of the study

The results derived from user evaluations reveal valuable information regarding the
accuracy of the proposed recommender system, along with it’s edges and drawbacks.
Out of twenty-three total participants, seventeen confirm that the proposed design
matches their preference, while the remaining six are not fully satisfied due to certain
design aspects not fitting their preference. These unfitting design aspects include
t-shirt color, fabric, looseness/tightness and the most common among those, logo color.
Although the participants indicate positive impressions for the lack of required user
effort, the precision of eye tracking and cloth simulation, the data collected from the
users also suggests improvements for the workflow. The two most commonly addressed
issues are the need for additional parametrizable design features and a more neutral
background. Feedback from participants indicate that the current background creates a
challenge for the examination of some design aspects and should be changed to a more
neutral one. Within this study the users were asked to provide feedback about potential
commercialization of this solution. They were also asked if they had any concerns
regarding the privacy, despite all collected data being anonymized. The results of the
user surveys suggest that the users are divided regarding the privacy concerns using
eye tracking for a real-world application. While a majority of participants express
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that they do not have any privacy concerns as long as consent was given beforehand,
there are still some participants having privacy concerns for the use of eye tracking. In
general, the participants indicate their desire for complete awareness of the tracking
and per occasion allowance for the utilization of this technology.

Figure 4.11: A chart displaying the user evaluation results for the baseline design
generation study

The results from these studies show that the core utilized concepts of our proposed
recommender system are valid and the system itself is viable. While there is a room
for improvement, the recommender system produces encouraging results. The system
is capable of producing relevant individualized designs, fitting the users’ preference.
With more optimized inference methods and minor modifications to the workflow, our
proposed recommender system can be further enhanced to improve the user experience
and generate even superior recommendations.
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This work presents a novel approach for generating user-relevant individualized cloth-
ing designs based on implicit and low-effort explicit user feedback. We propose a
closed loop generative design recommender system with an emphasis on eye tracking
for the generation of custom products. The proposed system makes use of realistic
cloth simulations with the goal of accurately capturing user feedback and refining
the generated designs incrementally. The results from the preliminary studies are
encouraging for the validity of exploiting eye tracking feedback for the inference of
user design preference. The results conclude that by combining multiple eye tracking
metrics, the proposed recommender system is able to infer the favorite user design
among a set of designs with an accuracy of 72,5%. They also display that our design
generation workflow matches the user preferences with a confirmation rate of 74%.
User evaluations show that our proposed recommender system is capable of producing
relevant design recommendations and generating individualized clothing designs accu-
rately while still requiring minimal user effort. The proposed recommender system can
assist the users through the design process of customized products by addressing the
information overload and significantly lowering the required effort.

Current studies only evaluate a fraction of the whole concept. Further improvements
can be applied to optimize the evaluation of the user feedback. The potential improve-
ments include defining more suitable evaluation methods and fully integrating the
recommender system with the optimization component HEEDS. Further user studies
and machine learning approaches can lead to improved feedback evaluations and to
an increased relevancy of produced recommendations. Moreover, the recommender
system can be enhanced by utilizing additional design parameters with an emphasis on
continuous parameters, in turn further expanding the design options for the product
generation. The utilization of VR technologies along with more realistic simulations
would potentially allow the recommender system to create an immersive and improved
user experience. Furthermore, technologies such as facial electromyography and facial
recognition can be researched and experimented with in order to acquire supplementary
implicit feedback and increase the accuracy of our recommender system to a greater
extent. In addition to these changes, all existing explicit user feedback can be replaced
with gaze interaction techniques with the aim of further reducing the required user
effort and enhancing the overall user experience.
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